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1. Introduction
It has recently been asked to RAN3 [1] that some synchronisation means should be provided within EUTRAN so as to provide Single Frequency Network (SFN) transmission for MBMS services in broadcast mode. 

For broadcast services indeed, SFN transmission can provide smooth transition at the edge of transmitting cells, as signals coming from multiple synchronised base stations simply add in power in the OFDM receiver of the UE. Despite not mentioned in [1], SFN transmission can also bring the same benefits in the multicast case.

RAN1 further asked RAN3 to investigate means for providing the assumed level of synchronisation. The purpose of the present contribution is thus to evaluate a synchronisation scheme for MBMS flows, applicable to both multicast and broadcast modes.

2. Discussion
2.1. SFN Synchronisation issues

To be effective, SFN transmission requires that flows received at UE level from multiple surrounding sources be aligned within the guard interval, at the UE receiver. Thus, a tight synchronisation among base stations is not strictly needed, as it is enough that the synchronisation error between base stations surrounding the UE be small compared with the OFDM guard interval.
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Figure 1 - Flow alignment requirement for SFN transmission
In addition, it is not needed that the entire network be fully synchronised with that accuracy. What is only needed is that for any set of base stations visible from any UE, the set of base stations fit with that accuracy. Over the entire network, it is thus acceptable that 2 base stations which are far apart meet much larger time offsets, as long as no UE is capable to receive both signals.

As mentioned in prior contributions, it will be difficult to achieve tight synchronisation between base stations (i.e. the sharing of a common clock reference) because of the following :

· indoor base station can not efficiently be equipped with GPS receivers,

· Tight network-based synchronisation is difficult to achieve over IP-based RAN, as it brings inaccuracies due to propagation and unpredictable delays behaviour.

· Radio-based synchronisation (as available today for TDD mode) would require dual receiver implementation in FDD base stations and also brings inaccuracy due to radio/multipath propagation delays.

Still, it has been recognised that SFN transmission should be made available for EUTRAN. For that purpose, it is needed to define some EUTRAN synchronisation scheme so that asynchronous neighbour ENBs can align, down to a given accuracy, the transmission timings of a given multicast MBMS flow in SFN transmission mode.

2.2. MBMS flow synchronisation for SFN reception

In WCDMA, a similar constraint exists in soft handover, that desired signals coming from multiple cells should be aligned with a given accuracy so as to minimise the signal buffering prior to the recombination in the RAKE receiver. Thus, because synchronising the entire EUTRAN network is difficult, one could think instead of providing SFN transmission with technologies similar to what is being used today for macro-diversity in asynchronous WCDMA system. 

In 3G, the data flow coming from RNC is time-stamped in the FP (frame protocol) with a given CFN (connection frame number), and each base station runs its own SFN (system frame number). Before soft handover, UE detects the CFN-SFN offset between the received signal from its active set and reference signal of target cells, and then reports it to RNC for decision. At Radio link setup, RNC can order the target NodeB to align its downlink transmission with the other radio links in other base station, with a CFN-SFN order, derived from the UE measurement.

Similar mechanism can be used in LTE when setting up the MBMS radio bearer. UPE could CFN-mark the MBMS packet (thus providing a common reference for all asynchronous base stations), and CFN-SFN determination could be achieved at ENB level, at the time of setting up the MBMS radio bearer, with the help of UE and surrounding ENBs. ENB can then control the timing of its transmission interval and align its MBMS flow with the ones received at the UE.

2.3. Rationale for SFN reception for multicast MBMS

SFN transmission in broadcast mode is being introduced because when UE gets near the edge of its cell, signal degradation should be compensated with the signal coming from surrounding cell, otherwise MBMS service can not be provided properly.

For multicast service, in case SFN transmission (and thus synchronisation) is not realised, UE can not benefit from the extra signal power coming from the target cell. Furthermore, MBMS signal will also be degraded longer than in broadcast mode without SFN transmission, because of handover latency in taking handover decision and in setting up the MBMS radio bearer in the target cell.

Thus, if SFN transmission is deadly needed for MBMS in broadcast mode so as to realise proper MBMS coverage, it will be even more deadly needed in case of multicast mode.

2.4. Proposed principles

In order to realise SFN transmission for multicast MBMS, the MBMS radio bearer should be available in each neighbouring cell of cells which serve UE having registered the MBMS service, so as to be ready for handover. This set of cells simultaneously transmitting the MBMS service over the same radio resource can be called a cluster. Soon enough, the cluster could grow, as other UEs in those cells can also register, and as registered UEs would move to surrounding cells.
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Figure 2 – Examples of MBMS service activation in MBMS service area 

The following procedure makes sure that any UE, having registered to MBMS services, sees the corresponding MBMS flows, coming from all the neighbouring cells, aligned within the OFDM guard interval window.

When a UE registers a MBMS service in a cell not serving any other UE for that service (shown in Figure 3), it should send, together with the MBMS registration, a measurement report containing the measured SFN-SFN offset with the neighbour cells. After ENB has joined the corresponding multicast group, the ENB sends a “MBMS join notification” message to its neighbours informing them that it is serving a UE for that MBMS service, with the MBMS service active in its cell. The notification contains the used multicast address (decided by MME/UPE or BM-SC), radio resource (decided autonomously by ENB), and CFN-SFN offset so as to enable a MBMS data flow alignment with its neighbours.
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Figure 3 – MBMS registration / deregistration
When a neighbour ENB receives a “MBMS join notification” message for a MBMS service not yet active (shown in Figure 4), a neighbour ENB can join the multicast group and set up that MBMS radio bearer too, using the CFN-SFN indication contained in the message so as to align the MBMS data flow (and slot edges), and assigning its scheduler to the radio resource indicated by the source ENB. The SFN transmission is thus realised in the neighbour cells, and EUTRAN is ready for smooth handover with no degradation of MBMS service.
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Figure 4 – Cluster building for SFN operation 

Similarly, ENB could send a “MBMS leave notification” to its neighbours, when the last UE in the cell registered to that service leaves the cell or deregisters the MBMS service. Checking the number of its neighbour ENBs which still serve UEs for that MBMS service, upon observation of occurrence of “MBMS leave notifications” and “MBMS join notifications” messages, each ENB can determine that it should delete the MBMS radio bearer and leave the corresponding multicast group.

When an UE, registered a MBMS service, moves to another cell, thanks to SFN transmission and the proposed mechanism, MBMS service quality is kept constant without the need of handover. However, it is desirable that handover signalling is preserved (shown in Figure 5), so as to prepare for future handovers, and in order to deactivate MBMS radio bearer in cells which no longer require it.
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Figure 5 – Cluster building (handover of MBMS registered UE)
2.5. Issues / way forward

With the principles proposed in above section, depending on MBMS service registration within the network, it is envisaged that multiple clusters are defined, and move and/or grow independently within the cellular network. 

· It is assumed that ENB clocks are stable enough, that they can not drift together significantly during the life time of a MBMS session. Thus, as mentioned before, cells within a cluster, though not all purely synchronised, are still synchronised enough locally, as can be perceived by UEs. Cells having a mutual transmission time offset larger than the requisite accuracy are located far away from each other within the cluster.

· Two independent growing clusters of a same MBMS service might eventually start to overlap. Because the cluster holds some kind of “skin” of cells not holding any UE, overlapping will occur before it can make any harm to MBMS registered UEs. In such event, the ENB controlling the contact cell could possibly decide to merge the 2 clusters. To that end, ENB could reuse the  IP multicast capability of the transport network for controlling at once all the ENBs of a given cluster. Provided that the two clusters are configured with different multicast cluster addresses, ENBs having organized one cluster can simultaneous align their radio resource and transmission time with that of the other cluster. 

· For instance, the contact cell could send a “cluster alignment” message within its cluster multicast group, indicating the time offset observed with the cell which sent the join notification message, as well as the radio resource used in that cluster. As another option, the contact cell could send the “cluster alignment” message to the other cluster multicast group (as indicated in the “join notification” message), with the radio resource being used in the contact cell.
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Figure 6 – Merging/aligning clusters when growing/moving clusters start overlapping

2.6. Comments

With this proposal, MBMS service is active not only in cells carrying UE that have registered the MBMS service, but also in their direct neighbour cells. This creates a ring of empty cells yet with active MBMS service, i.e. some kind of skin around the cluster, which can be used for smooth handover between surrounding cells for MBMS users, and for softening collisions between expanding clusters.

The figures shown in above section assume a massive usage of multicast possibility of transport network. Indeed, if the multicast capability of transport network should probably be used for MBMS data flow distribution, other multicast groups could also be envisaged, such as signalling distribution from ENB to its direct neighbour ENBs, signalling distribution within MBMS service area (e.g. for MBMS service announcement), signalling distribution within SFN clusters.

The basic idea of SFN-clustered multicast MBMS aims at MBMS service continuity at the edge of cells, (like in SFN transmission in broadcast MBMS), while yet minimising the used radio and backhaul resource within the MBMS service area. 

In this proposal, ENB does not assume that neighbour ENBs would correctly act upon its sending leave or join notifications. Notifications are not formally commands, but a help to other nodes to derive proper decisions. This leaves room for smooth application of the cluster principle, e.g. in case of resource shortage, etc…

The proposal can be envisaged as applicable to broadcast too. In such case, MBMS radio bearer would be setup progressively over the MBMS service area, one ENB after the other, with one or multiple clusters, depending on MME/UPE choice.

3. Conclusion
The proposed mechanism is applicable to the coordination of ENBs when setting up SFN transmission in broadcast and multicast MBMS radio bearer. This applies both to coordination of radio resource and synchronisation of MBMS data flows. Instead of synchronising the entire LTE network, the MBMS data flows are aligned locally. 

We propose to include section 2 of the present document as a section of 25.912 TR, as an input to the Work Item phase on SFN transmission of MBMS services.
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